
obtained through labeling conducted by human experts.
Using multiple labelers to label collected data and
obtaining agreement among different labelers on the
same samples of data, it is critical to train all to use 
the engagement model accurately. Addressing these 
challenges, the researchers developed a rigorous human
expert labeling process (HELP) specific to the educa-
tional context, with multi-faceted labels and multiple
expert labelers. HELP has three distinct stages: (1) 
Pre-Labeling, including planning, labeler recruitment,
training, and evaluation steps; (2) Labeling, involving
actual labeling conducted by multiple labelers, and 
related steps for formative assessment of their perform-
ance; and (3) Post-Labeling, generating final labels and
agreement measures through processing multiple 
decisions. In this article, the researchers outline pro-
posed methods in HELP and describe the developed
labeling tool.  
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Introduction
In a series of longitudinal research studies, researchers
at Intel Corporation in Turkey have been working
towards an adaptive learning system incorporating
machine learning and perceptual computing to detect
student engagement as a higher-order user state in real-
time (Aslan et al., 2014). To classify the engagement
level of a student, supervised machine learning is pre-
ferred, where a large amount of data is needed to be
labeled for the training engagement model. For tradi-
tional object classification problems, the labeling
process involves coding of scenes indicating pres-
ence/absence of a specific object/activity. Such prob-
lems are rather objective and can be handled by any
trained non-expert. In such contexts, guidelines to train
labelers can be very obvious: If you see a car in the
picture, label the scene as a picture with a car. 

As opposed to such problems, labeling student states
in a classroom environment (i.e., in the wild) requires
a lot of cognitive processing, as there are many vari-
ables for labelers to consider before selecting a certain
label. For example, a student playing with her hair can
signify either a state of boredom or frustration, and this
gesture itself cannot be used to decide on a label. On
top of this context-complexity, this research focuses on
multi-dimensional student states—higher-order user
states. For student engagement, the researchers incor-
porate two dimensions of labeling: behavioral and
emotional (i.e., affective). With behavioral labeling,
they aim to capture how much a student is into a learn-
ing task, whereas with emotional labeling, they try to
understand the student’s emotional experience during
the learning task. A composite of behavioral and emo-
tional labels would give a holistic picture of the stu-
dent’s engagement state. By nature, such states are
ambiguous, and labeling those states is relatively sub-
jective. Thereby, to obtain ground-truth labels as accu-
rately as possible, rigorous labeling methods should be
implemented. 
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monitoring facial expressions, speech, body pos-
ture, gestures, and the student’s interactions with
a computer or other device. However, from a
cognitive-processing perspective, it seems impos-
sible to perform all of these in real-time—without
having any option to stop the time and think
about a final label to assign.

3.  Fragmented labeling experience: BROMP
requires a labeler to conduct observations using a
round-robin technique—spending a short
amount of time with one student and moving to
the next. This results in a fragmented labeling
experience instead of observing one student
throughout the whole time. 

4.  Limited labels for training a model: The round-
robin technique in BROMP results in loss of data
and thereby labels. There is a high risk of disre-
garding important state changes. This signifies a
need for continuous labeling.

5.  Observer effect: Although having an observer
label student data within a classroom can be
advantageous in terms of labelers’ having a more
authentic labeling experience, there is an
inevitable observer effect associated with it
(Abikoff, Gittelman-Klein, & Klein, 1977). 

To address the above challenges, the researchers at
Intel have developed a set of guidelines enabling a reli-
able higher-order user state labeling by human experts:

In this line of research, the majority of studies to date
have implemented a labeling process requiring one
labeler only—some conducting post facto labeling—
labeling after data collection (Salmeron-Majadas et al.,
2015; Saneiro, Santos, Salmeron-Majadas, & Boticario,
2014), with some others doing in vivo labeling—label-
ing during data collection. A well-known example for
the latter is BROMP (Bosch et al., 2015; Ocumpaugh,
2015; Ocumpaugh, Baker, & Rodrigo, 2012). BROMP
is a highly preferred labeling protocol used to record
observations of student behaviors and/or emotions in
authentic field settings. In BROMP, students are
observed in their classrooms one at a time through a
round-robin technique by an observer (see the study by
Bosch et al. (2015) to review BROMP in action).
BROMP has advantages in terms of labeling process,
such as time (i.e., completing data labeling at the end
of a lesson) and resource (i.e., decreasing labeling
cost—any instance of a student is labeled by only one
observer). However, there are some challenges unad-
dressed: 

1.  Limited chance for revisions: As BROMP requires
an observer to complete real-time labeling with-
in a time frame of a class, there is minimal
chance for the observer to make any changes
backward.

2.  Real-time, complex decision making: For a holis-
tic judgment of a student’s state, BROMP suggests

Figure 1. Overview of HELP.
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Human Expert Labeling Process—HELP. Throughout a
series of longitudinal, three-year research studies with
three pilots conducted with students in authentic class-
rooms, this process has been consolidated and refined
(Aslan et al., 2014). The researchers have been con-
ducting various experiments for improving the labeling
methods and tools. This article outlines the details of
HELP together with a description of the labeling tool as
well as the preliminary experiments and results.

The HELP Process
HELP has three distinct stages (see Figure 1): (1) Pre-

Labeling—planning, labeler recruitment, training, and
evaluation steps; (2) Labeling—actual labeling con-
ducted by multiple labelers along with steps for form-
ative assessment of their performance; and (3) Post-
Labeling—generating final labels and agreement meas-
ures through processing multiple labelers’ decisions. 

Stage 1: Pre-Labeling

Planning 
a.  At this very first stage, it was necessary to design

how to train prospective labelers, what sort of materi-
als and tools to use during training, and criteria to
select the best subset of labelers to be recruited.
Labeler training has two main targets: (1) train labelers
on labeling process, and disqualify those with low
agreement levels; and (2) fine-tune the labeling
process according to feedback from labelers to maxi-
mize the agreement level.

b.  Researchers reviewed related literature and lever-
aged their own educational expertise to decide on
appropriate labels for labeling of behavioral and emo-
tional states. Based on their in-depth research, the
researchers decided to use the labels given in the next
step (c), taking the circumplex model of affect (Russell,
1980) as a reference.

c.  The definitions and examples of each selected
label were created based on the literature (Bosch et al.,
2015; D’Mello, 2013; Kapoor, Burleson, & Picard,
2007; Woolf et al., 2009), discussions with teachers,
and students’ observable behaviors.

Behavioral labels:
•  On-Task: If the student is active in the learning

task (e.g., s/he is watching relevant instructional
videos/ solving questions, etc.).

•  Off-Task: If the student is not active in the learn-
ing task. 

•  Can’t Decide: If the labeler cannot decide on the
behavioral state.

•  Not Available (N/A): If the data cannot be labeled
(e.g., while the student is preparing to leave the
class at the end of the session).

Emotional labels:
•  Satisfied: If the student is not having any emotion-

al problems during the learning task. This can
include all positive states of the student, from
being neutral to being excited during the learning
task.  

•  Bored: If the student is feeling bored during the
learning task. 

•  Confused: If the student is getting confused during
the learning task—in some cases, this state might
include some other negative states, such as frus-
tration. 

•  Can’t Decide: If the labeler cannot decide on the
emotional state. 

•  Not Available (N/A): If the data cannot be labeled
(e.g., while the student is preparing to leave the
class at the end of the session). 

d.  After determining the labels and their operational
definitions, a sample chunk of data was selected to be
labeled in the labeling practice by researchers. While
selecting these data, certain considerations were made: 

•  i. For behavioral labeling practice, 2 x ~6 min.
segments were chosen, as representatives of
the two major labels (i.e., On-Task, Off-Task),
from both assessment and instructional activi-
ties. 

•  ii.  For emotional labeling practice, 3 x ~10 min.
segments were chosen, as representatives of
the three major emotional labels (i.e.,
Satisfied, Bored, Confused), selecting both
from assessment and instruction.

e.  A selected chunk of data was labeled by the
researchers to check the validity of the examples and
the definitions of the given labels prior to sharing them
with prospective labelers. 

f.  Next, training handouts including the definitions
and examples of each label for both behavioral and
emotional labeling were prepared. Additionally, a
labeling tool user manual was prepared to guide label-
ers during the training session (see the labeling tool
section).

g.  Lastly, the qualifications of the labelers in terms of
their professional background were identified. As the
researchers incorporated higher-order user states in
their research, they used educational psychologists for
making valid labeling of students’ complex states.

Labeler Recruitment, Training, and Evaluation
a. A group of prospective labelers with educational

psychology background was invited to take place in
the training session.

b. Researchers described the project and labeling
job requirements, and explained the definitions of each
label by giving and demonstrating some examples from
the project pilots. Then, the labeling tool and its func-
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to achieve a mutual agreement about labeling specific
cases.

e.  At the end of this training, researchers analyzed
prospective labelers’ data and their labels using a rig-
orous evaluation procedure. Based on these results,
labelers were recruited and assigned to behavioral and
emotional labeling tasks separately. At the end, the
researchers assigned three labelers for behavioral
labeling and five labelers for emotional labeling.
Assigning labelers with top agreement levels to emo-
tional labeling is suggested due to relative complexity.

Stage 2: Labeling 
a. Labelers started labeling the scheduled data on a

daily basis. For this case, the researchers had them
work 2.5 days a week. Whole-week labeling is not
legitimate, as it is a cognitively-tiring process.

b.  Throughout the labeling process, labelers were
monitored regularly to catch any outliers. Towards this
end, the researchers created a module within the tool
to visually monitor labels across different labelers for
the same data. The researchers used this module on a
weekly basis to check any discrepancies, together with
the overall inter-rater agreement measures calculated
over the available data using the Krippendorff’s Alpha
(Krippendorff, 1995). Based on the findings, the
researchers gave formative feedback to labelers.

c.  To monitor and keep track of labelers’ questions
during the process, the researchers used a Q&A docu-
ment to input such questions along with how the
researchers addressed them. On a weekly basis, the
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tionalities were explained to the prospective labelers.
The detailed procedure followed at this stage, for both
behavioral and emotional labeling, is described below.
Note that these five steps were conducted individually
for each prospective labeler, and each candidate did
labeling for both behavioral and emotional states:

1.  Describe setup and context of the collected data.
2.  Give (printed) definitions of labels to prospective

labelers, and explain these states within the con-
text of 1:1 learning. 

3.  Demonstrate how to use the labeling tool.
4.  Using the tool, present examples for different 

students’ states. Demonstrate what clues were
used (e.g., face, head motion, posture). 

5.  Discuss the examples and make sure all can-
didates are on the same page at a high level for
definitions. Note that labeler training requires a
more descriptive approach rather than prescrip-
tive, as higher-order user states are ambiguous in
nature. The researchers empower expert labelers
to make decisions using their expertise in edu-
cational psychology.  

c. In the practice part of the training session, a 
specific chunk of data was labeled by individual
prospective labelers. 

d.  The practice part was divided into two rounds.
First, prospective labelers labeled the selected chunk
of data for behavioral labeling, and then they contin-
ued to label the selected data for emotional labeling.
After each round, a group discussion was created to
get feedback from labelers and provide them guidance

Figure 2. Labeling tool visualized for the behavioral engagement.
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researchers shared the updated document with all
labelers. This way, they could see some of the specific
questions coming from different labelers and how the
researchers addressed them.  

d.  At the end of the labeling process, a questionnaire
was delivered to understand labelers’ experiences
(e.g., strengths and weaknesses of the labeling process,
labeling tool, etc.). The researchers used this feedback
to improve the next labeling cycle.

Stage 3: Post-Labeling 
a.  The inter-rater agreement measures both for

behavioral and emotional labelers were calculated
using the Krippendorff’s Alpha (Krippendorff, 1995). In
case of any significant outlier, the corresponding label-
ers were discarded from the subsequent process of
deciding on the final labels.

b.  After filtering out any significantly inconsistent
labelers’ data, it was necessary to define a method to
decide on the final labels. In general, when there is a
majority among the labelers, the mostly voted label is
assigned as the final label. As for all of the labels, the
instances with majority of ‘Can’t Decide’ are labeled
accordingly. However, the instances of class ‘Can’t
Decide’ can easily be extended: If there is a strong dis-
agreement, these instances are labeled as ‘Can’t
Decide.’

The Labeling Tool
In the data collection sessions, students used a 

content platform which enabled them to conduct
instructional activities (e.g., watching instructional
videos, reading instructional articles) and doing exer-
cises (i.e., assessment activities) on a laptop computer.
During these activities, the video of the students with a
3D camera (i.e., Intel® RealSense™ Camera F200),
desktop videos, and context and performance logs
from the content platform were recorded.

Visualization of the tool enables displaying informa-
tion from different modalities, such as the data collect-
ed by the camera and data collected from the content
platform’s event logs. The labeling tool enables an
external observer to label the data by assigning pre-
defined labels to the labeler-defined session segments
(see Figure 2).

The collected data are displayed in the form of two
video streams: (1) RGB videos and (2) desktop videos
of individual students. The tool incorporates playback
controllers to facilitate data visualization and labeling.
Moreover, different contextual data segments are dis-
played along the timeline with different colors: blue for
instruction and grey for assessment segments.
Contextual data such as student ID, session number,
question number in exercise segment, or attempt num-
ber to solve questions are visualized in the text fields
together with date and time of the data collection. The

ability to jump to the next/previous video/article or
exercise segment is enabled. To improve labeling expe-
rience and increase accuracy of labeling, audio data
recorded during the data collection sessions are also
integrated into the labeling tool. The tool requires
labelers to assign labels to the segments they define
based on the state changes. The assigned labels are
then visualized along the timeline.

Preliminary Experiments and Results
The researchers carried out a number of preliminary

experiments towards consolidating and refining proce-
dures of HELP. The experiments aimed to answer three
major research questions: 

1.  Is appearance modality (i.e., video-recording of
students) in itself enough for labelers to accurate-
ly label students’ emotional states, or is it neces-
sary to include contextual modality (i.e., desktop
videos of students)? 

2.  For emotional states, is it practical to define a
separate state for each quadrant of the circum-
plex model (Kapoor, Burleson, & Picard, 2007)
(i.e., the arousal-valence graph)?

3.  Using HELP, can an acceptable agreement be
achieved among labelers?  

Note that the list of experiments is not limited to
these. The research is still on-going with various exper-
iments to improve the proposed process. In the follow-
ing sections, each experiment will address each
research question noted above.

Experiment 1: Combination of Modalities
For this experiment, the researchers used six hours of

student data (recorded while students were reading
articles and solving exercises on a digital platform) and
asked three labelers to label the data based on emo-
tional states using two different labeling tools. In the
first tool, the labelers labeled the data where the tool
included both the students’ recorded videos and their
desktop videos. A week after that, the labelers labeled
the data using a different version of the tool, where
they could only see the recorded videos of the stu-
dents, without their desktop videos. 

In this experiment, the researchers aimed to observe
the effects of using contextual information (i.e., stu-
dents’ desktop videos) during the labeling process. The
researchers incorporated a qualitative method to
understand such effects, as they were mostly interested
in how labelers made sense of information in the tool.
Towards this end, the researchers applied “think-
aloud-protocol” (Groves et al., 2009) during the label-
ing. They recorded the labelers’ speech and videos
while using the two different labeling applications (i.e.,
with and without desktop videos). The researchers con-
ducted thematic analysis on these data (Boyatzis,
1998).
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tion between positive and negative arousal for positive
valence states was not clear (e.g., ‘Excited’ vs. ‘Calm’).
In addition to this feedback, as illustrated in Table 1,
the two positive valence quadrants can be treated in
the same way, considering either desirability levels (as
in Woolf et al., 2009) or engagement states. Based on
these findings, the researchers merged the positive
valence states (‘Excited,’ ‘Calm’) into a single one:
‘Satisfied.’

To reinforce this decision, the researchers performed
an experiment, where 10 hours of student data*
(recorded while the students were watching math
videos and solving related exercise questions on a con-
tent platform) were labeled by three labelers with two
different label sets: One with six states where each
quadrant is represented separately (‘Excited,’ ‘Calm,’
‘Bored,’ ‘Confused,’ ‘Can’t Decide,’ ‘N/A’); and the
other with five states, where positive valence states are
merged (‘Satisfied,’ ‘Bored,’ ‘Confused,’ ‘Can’t Decide,’
‘N/A’). When the subset of data was labeled with a sin-
gle ‘Satisfied’ state, the inter-rater agreement level
computed using the Krippendorff’s Alpha was approxi-
mately doubled. Although an increase in agreement is
expected by switching from six to five states, the sub-
stantial improvement indicates that the better labeling
was achieved by having one positive valence state.

Experiment 3: Inter-Rater Agreement Measures 
On a dataset of approximately 30 hours collected

from 12 students* in four one-hour sessions in an
authentic classroom (where students were watching
math videos and solving related exercise questions on
a content platform), the researchers utilized HELP to
obtain both behavioral and emotional engagement
states of the students. The agreement among the label-
ers is expected to highlight the subjective nature of the
task, both for the behavioral and the emotional label-
ing. Therefore, for both types of labeling, the
researchers computed the overall agreement: For
behavioral, the inter-rater agreement of three labelers
over four states; and for emotional, the inter-rater
agreement of the five labelers over five states were cal-
culated. The researchers experimented with four differ-
ent measures, namely Krippendorff’s Alpha, Fleiss’
Kappa, Cohen’s Kappa, and Scott’s Pi (Gwet, 2014), to
investigate whether the choice of metric will affect the
results. Agreement measures are summarized in Table
2. As similar results were achieved by different metrics,
the researchers utilized Krippendorff’s Alpha in HELP
(as given in Post-Labeling (b)) due to its applicability to

The results show that when there is no desktop
videos, the labelers mostly had difficulty to decide
between ‘Satisfied’ and ‘Bored’ states. Additionally, the
labelers indicated that they benefited from contextual
information during the labeling process. The labelers
stated having difficulty when labeling without seeing
the desktop videos of the students. This implies that
providing students’ desktop videos as context informa-
tion is important for labeling.

Experiment 2: Selection of
Learning-Related Emotional States

The researchers based the foundations of engage-
ment modeling on the work by Woolf et al. (2009),
where the researchers define engagement as a combi-
nation of behavioral and emotional states based on
their desirability value (see Table 1). For emotional
states, previously the researchers assigned one state for
each quadrant of the circumplex model (Russell,
1980), having four states in total: ‘Excited,’ ‘Calm,’
‘Bored,’ and ‘Confused.’ However, during the initial
labeling trials, the researchers had post-interviews with
the labelers where the results revealed that the distinc-

* Four 9th grade students: Three males and one female.

Table 1. Theoretical foundations for engagement
labeling (adapted from Woolf et al., 2009).

Behavioral
State

Emotional
State

Desirability
Value

Engage-
ment 
State

On-Task Highly
Motivated/
Excited

Highly
Desirable

Engaged

On-Task Calm/
Satisfied

Highly
Desirable

Engaged

On-Task Confused/
Frustrated

Maybe
Desirable

Engaged

Off-Task Highly
Motivated/
Excited

Not
Desirable

Not
Engaged

On-Task Bored Not
Desirable

Not
Engaged

Off-Task Calm/
Satisfied

Not
Desirable

Not
Engaged

Off-Task Confused/
Frustrated

Not
Desirable

Not
Engaged

Off-Task Bored Not
Desirable

Not
Engaged

* Twelve 9th grade students: Nine males and three females.
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multiple labelers. The agreement measures reported in
Table 2 show that, especially for emotional labeling,
low-to-moderate agreement is achieved. This indicates
that emotional labeling is a subjective task as expect-
ed, and it is necessary to have multiple number of
labelers for each instance and to apply majority voting
to obtain final decisions.

Conclusion
For an improved performance in the supervised

strategies utilized, the researchers developed a rigor-
ous labeling process specific to educational context,
with multi-faceted labels and multiple expert labelers.
In this article, the researchers outlined the details of
this process, along with a labeling tool developed as a
part of their longitudinal research. As the research is
on-going, from a design-based research perspective,
the researchers will continue refining this process and
the labeling tool towards a more reliable higher-order
user state labeling by human experts. !

Table 2. Inter-rater agreement measures for engagement labels.
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Engagement State 
Count

Labeler
Count

Krippendorff’s
Alpha

Fleiss’ 
Kappa

Cohen’s
Kappa

Scott’s 
Pi

Behavioral  4  3  0.814   .835  .824  .824
Emotional  5  5   0.542  .559   .544    .545


